ORDINANCE No.

Prohibit the use of Face Recognition Technologies by private entities in places of public
accommodation in the City (Ordinance; add Code Title 34)

The City of Portland ordains:

Section 1. The Council finds:

1.

Portland residents and visitors should enjoy access to public spaces with a
reasonable assumption of anonymity and personal privacy. This is true for
particularly those who have been historically over surveilled and experience
surveillance technologies differently.

The City of Portland must be a welcoming city, a sanctuary city, and an inclusive
city for all, including residents and visitors, according to the City Council
Resolution 37277.

City Code Chapter 23.01 on Civil Rights decrees the elimination of
discrimination, that every individual shall have an equal opportunity to participate
fully in the life of the City and that discriminatory barriers to equal participation be
removed.

On June 21, 2018, City Council Resolution 37371 created the Smart City PDX
Priorities Framework to prioritize addressing inequities and disparities when
using data and investing in technologies that improve people's lives with a
specific focus on communities of color and communities with disabilities.

On June 19, 2019, City Council Resolution 37437 established Privacy and
Information Protection Principles to serve as guidance for how the City of
Portland collects, uses, manages and disposes of data and information, and
directed staff at the Bureau of Planning and Sustainability and Office of Equity
and Human Rights to identify and develop policies and procedures that promote
these Principles.

Face Recognition means the automated searching for a reference image in an
image repository by comparing the facial features of a probe image with the
features of images contained in an image repository (one-to-many search). A
Face Recognition search will typically result in one or more most likely
candidates—or candidate images—ranked by computer-evaluated similarity or
will return a negative result.
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7. Face Recognition Technology means an automated or semi-automated process
that assists in identifying, verifying, detecting, or characterizing facial features of
an individual or capturing information about an individual based on an individual's
face.

8. Black, Indigenous and People of Color communities have been subject to over
surveillance and disparate and detrimental impact of the misuse of surveillance.

9. Face Recognition Technologies have been documented to have an unacceptable
gender and racial bias. The City needs to take precautionary actions until these
technologies are certified and safe to use and civil liberties issues are resolved.

10. At the moment, the City does not have the infrastructure to evaluate Face
Recognition Technologies. Indiscriminate use of these technologies will degrade
civil liberties and enable spaces or services that may be unfair to Black,
Indigenous and People of Color. These existing issues would result in barriers to
access services or public spaces where Face Recognition Technologies are
required.

11.Surveillance Technologies means any software, electronic device, system
utilizing an electronic device, or similar used, designed, or primarily intended to
collect, retain, analyze, process, or share audio, electronic, visual, location,
thermal, olfactory, biometric, or similar information specifically associated with, or
capable of being associated with, any individual or group.

12. Surveillance Technologies, including Face Recognition, must be transparent,
accountable, and designed in ways that protect personal and collective privacy,
particularly information from children and vulnerable and marginalized groups.

13. Existing methodologies assessing bias in Face Recognition Technologies show
progress on their performance. However, there is still not a formal certification
process available to cities that includes the full lifecycle of sensitive information
collected from individuals.

14.While uses of Face Recognition Technologies may have benefits, the risk for
misidentification and misuse is always present. Safe use of these technologies
requires adequate due process, transparency, and oversight measures to be
trusted. Implementing this infrastructure needs investment in development of
rules and structures that allow appropriate uses of Face Recognition
Technologies.
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15. Public participation in policy making, particularly frontline perspectives and
bringing diverse life perspectives, enhance our City values of equity and anti-
discrimination, keeping processes open, inclusive, and engaging.

16. The City has received public comments of drafts publicly released through the
development of this policy. These comments have enriched this ordinance and
are attached in Exhibit B.

NOW, THEREFORE, the City Council directs:

a. Code Title 34 Digital Justice is added effective January 1, 2021 as shown in Exhibit A.

b. From the ordinance effective date until the implementation date of January 1,
2021, the Bureau of Planning and Sustainability, the Office of Equity and Human
Rights, and the City Attorney's Office in collaboration with other City bureaus will
develop a plan for creating public awareness on impacts and uses of Face
Recognition Technologies particularly around children, Black, Indigenous and
People of Color, people with disabilities, immigrants and refugees, and other
marginalized communities and local businesses.

c. The Bureau of Planning and Sustainability and the Office of Equity and Human
Rights will coordinate communications with other jurisdictions and convene an
effort to support and promote digital rights, including privacy and information
protection regarding the collection of information by Face Recognition
Technologies.

d. The Bureau of Planning and Sustainability and the Office of Equity and Human
Rights will coordinate effective and meaningful public participation after the code
provisions are approved. This effort should represent a diverse set of voices,
expertise, and life experiences on issues around Face Recognition and other
surveillance technologies, including the development of a comprehensive
surveillance technologies policy.

e. The prohibitions stated in Chapter 34.10 shall remain in effect until the City
adopts or revises an appropriate model for the regulation of Face Recognition
Technologies.
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Passed by the Council: Mary Hull Caballero
Mayor Ted Wheeler Auditor of the City of Portland

Commissioner Joann Hardesty By Deout
eputy

Prepared by: Hector Dominguez
Date Prepared: 08-03-2020
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Exhibit A
TITLE 34 DIGITAL JUSTICE

Chapter 34.10, Prohibit the use of Face Recognition Technologies by Private
Entities in Places of Public Accommodation in the City of Portland

34.10.010 Purpose.

The purpose of this Chapter is to prohibit the use of Face Recognition Technologies in
Places of Public Accommodation by Private Entities within the boundaries of the City of

Portland.

Face Recognition Technologies have been shown to falsely identify women and People of
Color on a routine basis. While progress continues to be made in improving Face
Recognition Technologies, wide ranges in accuracy and error rates that differ by race and

gender have been found in vendor testing.

Community members have raised concerns on the impacts of Face Recognition
Technologies on civil liberties and civil rights. In addition, the collection, trade, and use of
face biometric information may compromise the privacy of individuals even in their private
setting. While these claims are being assessed, the City is creating safeguards aiming to
protect Portlanders’ sensitive information until better infrastructure and policies are in

place.

Portland’s commitment to equity means that we prioritize the safety and well-being of

communities of color and other marginalized and vulnerable community members.

34.10.020 Definitions.

As used in Sections 34.10.020 through 34.10.050, the following terms have the following

meanings:

A. “Face Recognition” means the automated searching for a reference image in an
image repository by comparing the facial features of a probe image with the features
of images contained in an image repository (one-to-many search). A Face
Recognition search will typically result in one or more most likely candidates—or
candidate images—ranked by computer-evaluated similarity or will return a

negative result.

B. “Face Recognition Technologies” means automated or semi-automated processes
using Face Recognition that assist in identifying, verifying, detecting, or
characterizing facial features of an individual or capturing information about an

individual based on an individual's face.
C. “Government Agency” means:

1. The United States Government; or

2. The State of Oregon including any office, department, agency, authority,
institution, association, society, or other body of the state, including the

legislature and the judiciary; or

Page 1 0of 3



34.10.030

3. Any political subdivision of the State of Oregon or any county, city, district,
authority, public corporation, or public entity other than the City.

“Places of Public Accommodation”

1. means: Any place or service offering to the public accommodations,
advantages, facilities, or privileges whether in the nature of goods, services,
lodgings, amusements, transportation or otherwise.

2. does not include: An institution, bona fide club, private residence, or place
of accommodation that is in its nature distinctly private.

“Private Entity” means any individual, sole proprietorship, partnership,
corporation, limited liability company, association, or any other legal entity,
however organized. A Private Entity does not include a Government Agency.

Prohibition.

Except as provided in the Exceptions section below, a Private Entity shall not use Face
Recognition Technologies in Places of Public Accommodation within the boundaries of

the City of Portland.
34.10.040 Exceptions.

The prohibition in this Chapter does not apply to use of Face Recognition Technologies:

A. To the extent necessary for a Private Entity to comply with federal, state, or local
laws;

B. For user verification purposes by an individual to access the individual’s own
personal or employer issued communication and electronic devices; or

C. In automatic face detection services in social media applications.

34.10.050 Enforcement and Remedies.

Violations of this Chapter are subject to the following remedies:

A. Any person injured by a material violation of this Chapter by a Private Entity has a
cause of action against the Private Entity in any court of competent jurisdiction for
damages sustained as a result of the violation or $1,000 per day for each day of
violation, whichever is greater and such other remedies as may be appropriate.

B. In an action brought to enforce this Chapter, a court may award to the plaintiff who

Page 2 of 3

prevails in such action, at trial and on appeal, a reasonable amount to be fixed by
the court as attorney fees if the court finds that written demand for the payment of
such claim was made on the defendant, and on the defendant’s insurer, if known to
the plaintiff, not less than 30 days before the commencement of the action or the
filing of a formal complaint. However, no attorney fees shall be allowed to the
plaintiff if the court finds that the defendant tendered to the plaintiff, prior to the
commencement of the action or the filing of a formal complaint an amount not less



than the damages awarded to the plaintiff, exclusive of any costs, interest, and
prevailing party fees.
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Exhibit B
Public feedback received by July 24, 2020 to the policy draft to “prohibit the use of Face
Recognition Technologies by Private Entities in Places of Public Accommodation in the

City" made available on July 1st, 2020.

Note: Comments were redacted according to current public records exceptions.

date
submitter organization received city

Larry Kirsch Portland 7/6/2020 Portland, OR
Emerald Boege Port of Portland 7/14/2020 Portland, OR
John Nurse'Mayes Resident of Cully neighborhood = 7/20/2020 Portland, OR
Mariah Linden Resident of Cully neighborhood = 7/20/2020 Portland, OR
Kaitlin Carpenter Resident of Portland 7/21/2020 Portland, OR
Boaz Ally-Feuer Resident of Portland 7/21/2020 Portland, OR
Jessica Beckart Resident of Portland 7/21/2020 Portland, OR
Katherine Noble Resident of Portland 7/21/2020 Portland, OR
Sean Gamble Resident of Portland 7/21/2020 Portland, OR
Kelly Orthel Resident NorthEast Portland 7/22/2020 Portland, OR
Jill W-S Resident North Portland 7/22/2020 Portland, OR
Emilien Shireen
Press Resident of Cully neighborhood = 7/22/2020 Portland, OR

Resident of John's Landing,
Alison Kavanagh Portland 7/23/2020 Portland, OR
Tovah LaDier IBIA group 7/24/2020 Washington DC
Kelsey Finch Future of Privacy Forum 7/24/2020 Seattle, WA
Kevin T. Christiansen Oregon Bankers Association 7/24/2020 Salem, OR

Security Industry Association Silver Spring,
Drake Jamali (SIA) 7/24/2020 MD
Jon Isaacs Portland Business Alliance 7/24/2020 Portland, OR

Brian Hofer Secure-Justice 7/26/2020 Oakland, CA



Dominguez Aguirre, Hector
From: Larry Kirsch

Sent: Monday, July 6, 2020 9:03 AM

To: Wheeler, Mayor; Commissioner Hardesty; Commissioner Fritz; Crail, Tim; Carrillo,
Yesenia; Commissioner Eudaly; Runkel, Marshall; Weeke, Margaux; Bradley, Derek; Tran,
Khanh; Grant, Nicole; Park, Eileen; Dominguez Aguirre, Hector; Martin, Kevin; Llobregat,
Christine; Taylor, Kalei; Smith, Markisha

Subject: Comments in OPPOSITION to Portland's Proposed Ordinances on FACIAL
RECOGNITION TECHNOLOGY
Attachments: COMMENTS on Facial Recognition Ordinances-July 2020.docx

Dear Mr. Mayor, City Council Members, and Other City Officials Concerned With the Facial
Recognition Technology Ordinances,

In anticipation of the PDX City Council’s August 13 Hearing on this matter, I attach extensive
comments that acknowledge and support the precautionary purposes of the proposed ordinances
and new city code but oppose both the public and private sector open-ended bans contained,
therein.

I appreciate all the work you have done on this important issue and thank you for the
opportunity to present my views for your consideration.

In my opinion, the ordinances go too far because they are predicated more on fears than on
facts on-the-ground. On the other hand, they don’t go far enough because they do virtually
nothing to validate their assumptions and to objectively test the possibility that useful and safe
applications could be developed in the public interest through a “"Responsible Use Framework”.

In lieu of the proposed ordinances, I recommend that the Council adopt a temporary moratorium
together with an inclusive public-industry-community process for developing a “"Responsible Use
Framework” of product and usage standards, testing procedures, and compliance.

The current proposals before City Council would completely ban adoption and use of Facial
Recognition by city agencies and most private sector entities based on concerns relating to
accuracy, racialized use, privacy, intrusiveness, and other fundamental human rights/civil
liberties issues. Although each of these concerns is deserving of the most serious public scrutiny,
a time-limited moratorium would provide all the protections necessary for public safety while
allowing the development of a standard setting and testing process to determine if beneficial
uses could be approved while objectionable uses were screened out.

It is my view that if City Council decides to pursue both a public and private sector ban approach
based on the evidence now before it, it unnecessarily jeopardizes Portland’s reputation as a
technology hub, lends credence to a label of Luddite city, fails to recognize the availability of
better options, and invites implementation challenges on various grounds.

I will be happy to clarify or assist you with your ongoing work on this matter.

Respectfully submitted with all best wishes,

:Larry Kirsch
Portland



(617) 731 2600



July 8, 2020

COMMENTS TO THE PORTLAND CITY COUNCIL ON PROPOSED ORDINANCES
AND CODE BANNING THE USE OF FACIAL RECOGNITION TECHNOLOGY BY
THE CITY OF PORTLAND AND IN PLACES OF PUBLIC ACCOMMODATION
WITHIN THE CITY OF PORTLAND

Personal Introduction

By way of brief introduction, my name is Larry Kirsch. I am a resident of Portland,
an economist, retired university faculty (health economics and policy), and
consumer protection consultant/author. I have absolutely no interest (financial,
professional, legal, or otherwise) or connection of any sort to any person or entity
involved in the facial recognition and/or biometric surveillance business or similar. I
claim no firsthand technical expertise in the fields of facial recognition technology,
software, or hardware systems. My perspective on this matter centers exclusively
on the process of public policy development associated with the Council’s scheduled

review of the proposed bans on facial recognition technology.

I have participated in various forums convened by Smart City PDX (a lead agency
designated by the City Council) and have shared informal, preliminary observations
with that team and with others engaged in this issue. I have reached no firm
conclusions about the ultimate merits and/or limitations of facial recognition
technology but I do have several observations and recommendations to offer in

conjunction with the process of policy development in this matter.

I acknowledge and fully support the general concerns that have given rise to the
proposed ordinances, namely, human rights, civil liberties, non-discriminatory
application, and operational integrity of the technologies. I welcome the City’s
involvement as a matter of public interest and appreciate its commitment to

provide residents of the City of Portland procedural and substantive safeguards.



I disagree, however, with the comprehensive, open-ended ban the ordinances
would invoke. As my comments will show, I believe there are more effective ways
to address the City’s enunciated concerns and to simultaneously develop robust
standards of “responsible use”. Finally, I question the justifications put forth by the
City for both ordinances and also its authority to implement the proposed public

accommodation ordinance at this time.

Section I. Overview

1. Portland City Council (City Council or City) has docketed two draft Ordinances
and a new Code section that would prohibit acquisition, evaluation, retention,
and utilization of Facial Recognition Technology (FR Technology) for an
unspecified period of time. One ordinance would apply to Portland City
government; the other to defined Public Accommodations including retail stores,
hotels and restaurants, private universities, etc. The City Government ban would
take immediate effect; the Public Accommodation Ban would take effect on
January 1, 2021.1

If adopted, Portland will join a handful of other cities (including San Francisco
and Boston) that have already enacted ordinances banning the adoption and
utilization of FR Technology by municipal agencies. It would be the first one to

extend its ban to public accommodations.

2. The pending ordinances assert that the use of FR Technology “raises general
concerns” and “can create devastating impacts”. They identify transparency,
privacy, intrusiveness, inaccuracy, racial and other invidious disparities, and
inequities as among the main characteristics of concern to the City. They make
no factual determinations, however, that FR Technology, in general, nor any

specific brands or models of FR Technology, in particular, do, in fact, pose

! The effective date of the Public Sector ordinance is a bit ambiguous and should be addressed; the

Public Accommodation ordinance is more clearly defined.

2



threats that justify an immediate, time-unlimited prohibition. To the contrary,
the Public Accommodation ordinance stipulates that the City does “not have the
infrastructure to evaluate Facial Recognition Technology”. In sum, then, the
proposed ban is precautionary and is driven by general concerns about the
safety and accuracy of the technology as well as applications that could impinge

on important civil and human rights.

3. The City asserts that these ordinances are needed to manage the acquisition
and use of FR Technology and to address the threat of adverse or inequitable

impacts on minority groups, marginalized communities, genders and ages.

4. The City states that there are no statutes currently in-force to carry out this

oversight function in Portland.

5. The proposed ordinances explicitly recognize a need for informed public
discussion about the acquisition and use of FR Technology. Indeed, the Public
Accommodation Ordinance is replete with discussion of plans and procedures for
public engagement and consultation. This comment is an attempt to contribute

to such a public debate.

6. After a general summary section, the comment goes on to address four issues
central to the current proposal: (a) the immediate, open-ended ban on the
private sector’s and the City’s acquisition and use of all FR Technology, (b) the
alternative of a time-limited moratorium, (c) a “responsible use framework”
process, and (d) elements of “responsible use” guidelines. It concludes with

recommendations.

Section II. Areas of Agreement

7.a. I agree that the City has stated valid public concerns relevant to FR Technology

and its application. They include: (1) transparency, (2) intrusiveness, (3) accuracy,



(4) privacy, (5) biased data—collection and utilization, and (6) possible misuse in

conjunction with surveillance of persons and populations.

7.b. I agree with the City’s goal of addressing issues related to FR Technology on a

prospective basis.

7.c. I agree that the City is right to accord priority attention to the potential impact

of FR Technology on minority and marginalized communities.

Section III. Areas of Dispute

8.a.1. I do not believe the City has set forth a sufficient factual basis for invoking
an open-ended ban on the acquisition, evaluation, retention, and use of all FR

Technology—either by city bureaus or public accommodations.

8.a.2. The ordinances are predicated on hypotheses, assumptions, and worst case
scenarios about the performance of products subsumed under the label of FR
Technology. The City does not have the infrastructure to evaluate FR products. It
has not developed or adopted any product guidelines, standards or criteria that
would permit it to objectively evaluate the operating performance of any or all
brands or models in the FR Technology class and to reach factual conclusions about

their safety and appropriateness in areas of concern.

8.a.3. The City has not objectively tested or examined any brands or models of FR
Technology to determine how they actually perform in the areas of concern. While
there is limited anecdotal evidence and a few objective performance tests focusing
on accuracy, the City has not cited any comprehensive evaluations that reach all of
the areas of concern. Nor has it put forth expert evidence on product safety and/or
other dimensions that would permit it to conclude, reasonably, that a given model

or brand could be presumed (un)safe.?

21 have in mind a model analogous to the Food and Drug Administration’s GRAS (Generally

Recognized as Safe) standards for determining the presumptive safety of food additives.
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8.a.4. Although the ordinances pay lip service to the need for standards, criteria,
and testing of FR Technology, brands, and models, they do not undertake to make
an investment in developing the required infrastructure. 3 Instead, the ordinances
focus extensive attention on procedures for facilitating public engagement as if that
input, alone, can be assumed to result in an objective, fact-based evaluation of safe
products and responsible applications. In my opinion, that assumption is totally

unrealistic.

8.a.5. The City has not made out a case of dire necessity or emergency to justify

immediate imposition of a generalized, open-ended ban.

8.a.6. As to the proposed Public Accommodation ban applicable to all brands and
models of FR Technology, I seriously question whether the City has demonstrated
real-- as opposed to theoretical or potential harms—sufficient to satisfy pertinent
legal requirements for the use of its police powers. Moreover, as I understand the
proposal, there is no way for a producer to overcome the negative inference that
it's brands/models are not safe enough to meet the City’s concerns or that its

conditions of use are not sufficiently protective to address the City’s goals.
Section IV. A Time-Limited Moratorium

9.a.1. I believe a time-limited moratorium (as distinct from an outright ban) on the
acquisition, evaluation, retention, and use of FR Technology would provide a
reasonable, appropriate, and effective approach for managing the City’s legitimate
concerns about the potential threats of the technology and its applictation. Along
similar lines, some leading members of the FR Technology industry have recently
announced their decision to temporarily pause sales to police departments (or more
generally). Thus, a time-limited moratorium adopted by the City would be

compatible with those actions. All FR Technology products (brands and models)

3 “While FRT uses may have benefits, the risk for misidentification and misuse is always present. This
technology requires proper due process, transparency and oversight measures to be trusted. This
requires investment in development of rules and structures that allow appropriate uses of FRT.”

(Public Accommodation Ordinance, §1.13)



would remain subject to the moratorium until such time as the City authorized their

use. 4

9.a.2. As stated in § 8.a.2 and §8.3 the City has not adopted any specific product
safety standards or utilization guidelines nor has it tested any FR Technology
products to determine their actual performance against such norms and standards.
As a result, it cannot make the claim that an outright ban on FR Technology is

solidly grounded in fact.

9.a.3. The moratorium would provide a landmark opportunity for the City to bring
stakeholders (City, community, industry, experts, privacy advocates) to the table to
craft community guidelines for “responsible use” of FR Technology and a protocol to
test products for compliance. > I will refer to this as a “Responsible Use
Framework”. The Responsible Use Framework would incorporate product standards,
testing requirements, guidelines for the safe application and fair use of the
technology, compliance provisions, and other features of comprehensive oversight.
The Responsible Use Framework would apply to both public and private uses and
would be subject to City Council approval. No brands or products that were

inconsistent with the Framework could be utilized or licensed for sale in the City.

9.a.4. Although there can be no guarantee that a Responsible Use Framework

would be feasible in Portland, I offer at least several grounds for qualified optimism.

First, some major industry players, most outspokenly Microsoft, have recognized
the legitimacy of community concerns for the transparency and accountability of FR
Technology, the need for public safeguards against exploitation, and the vital need
to establish community trust about protections against unchecked surveillance
based on FR Technology. The State of Washington is the first in the country to have
enacted a statute that would define a framework for regulating public use of the

technology (effective July 2021). ¢ Although supporters and critics of the statute

4 One general approach the City might consider would be a licensing model the details of which are

well beyond the scope of this Comment.
5 See §8.4 above.

6 Washington State Engrossed Substitute Senate Bill SB 6280 (enacted March 12, 2020)
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hold different views about its sufficiency and particular provisions, it represents a
first publicly- supported starting point for engaging stakeholders in a critical

assessment of acceptable and workable technology performance standards. ’

Second, there is no current indication that Oregon’s Governor or state legislature or
the federal government has the intent to initiate a Responsible Use Framework. &
Thus, the potential for conflicts to arise between levels of government is minimal
and a strategy that would defer City action pending state or federal activity is
highly questionable. Moreover, since issues of nondiscriminatory application of FR
Technology at the community level have come to dominate public discussion in
Portland, the creation of a local process involving the City’s communities would be

more responsive than a state or federal solutions.

Third, Portland is a hub of tech sector activity and has the capacity to mobilize
public and private sector resources at a level necessary to engage the complex
spectrum of issues related to FR Technology. As an example, Intel and other area
tech companies are prominent in this field; individual universities or a consortium
would have the range of intellectual and technical resources needed to contribute to
the analytic aspects of the issue, the City has organized itself to focus on FR
Technology, and community organizations, privacy advocates, and other civil

society groups have become actively engaged as well.

Finally, to the extent Portland becomes the first city in the country to ban private
sector use of FR Technology, I believe City Council takes the needless reputational

risk of establishing the City as a Luddite foe of technology. That is certainly the

7 Lostri, Eugenia, “Washington's New Facial Recognition Law”. Center for Strategic and International

Studies (April 3, 2020) https://www.csis.org/blogs/technology-policy-blog/washingtons-new-facial-

recognition-law

8 Several bills have been introduced in Congress but as of now they haven’t progressed very far. See,
for instance, the Markey-Merkley moratorium bill
https://www.markey.senate.gov/imo/media/doc/acial%20Recognition%20and%?20Biometric%20Tech
nology%20Moratorium%20Act.pdf




case where other less extreme measures are available to deal with the public

concerns outlined in the ordinances.

9.a.5. A temporary moratorium linked to a responsible use framework would not, of
course, guarantee favorable results. For that reason, City Council should retain
authority to terminate or extend the moratorium at its discretion and to revisit
prohibition legislation, as necessary. The incentives for best efforts, however, are

strongest where the costs of failure are clear and well known from the outset.

Section V. FR Technology and the Adoption of a Responsible Use

Framework
A. Background

10.a.1. On June 21, 2018, City Council Resolution 37371 created a Smart City PDX
Priorities Framework as a guide to the City’s use and investment in technology. The
Framework emphasized the City’s interest in safeguarding the equitable and non-
discriminatory adoption of technologies, specifically mentioning communities of

color and disability communities.

10.a.2. On June 19, 2019, City Council Resolution 37437 established Privacy and
Information Protection Principles and assigned primary responsibility to the Bureau
of Planning and Sustainability and the Office of Equity and Human Rights (the lead
agencies) for the development of policies and procedures to implement the

principles.

10.a.3. Facial Recognition is an emerging and controversial technology. It embodies
numerous current uses ranging from public safety and medical diagnosis to
consumer services and political research. It is generally considered to have
additional applications that are still opaque. FR Technology is also considered to
pose potential risks to the public interest especially in areas relating to privacy,

equity, and human rights.

10.a.4. Facial Recognition’s status as an emerging technology with potential

benefits as well as risks demands strict public oversight of its adoption and use. An



effective public oversight process has won general acceptance among major public

interest advocacy groups as well as leading industry representatives. °

10.a.5. If the Council now decides to adopt prohibitory ordinances before the lead
agencies have presented a fully developed factual basis for an immediate and time-
unlimited ban and justification for declining a less extreme alternative, that decision
would represent a classic case of putting the regulatory cart before the fact-finding

horse.

10.a.6. A Responsible Use Framework would represent an example of a public

interest alternative to a comprehensive ban.
B. A Responsible Use Framework: Elements and Process

10.b.1. The quintessential elements of a public oversight process would include (a)
identification of product performance features inclusive of product features and
conditions of use that would demonstrably endanger safety, privacy, and other
human and civil rights interests, (b) definition and quantification of maximum
acceptable risks levels associated with each feature, (c) provisions for verifying
product test data and objectively testing product brands and models, (d) a means
of assuring compliance with the elements of the Framework, and (e) methods for
approving the acquisition and use of FR Technology via a system of licensing or

other means.

10.b.2. Recognizing the budgetary and capacity constraints facing the City,
development of the Responsible Use Framework could be contracted to an
independent third party (such as a university) working in close coordination with
the lead agencies designated by City Council. A prime responsibility of the City and

the Contractor would be to convene and manage a broad-based process of

9 See letter to Reps. Elijah Cummings and Jim Jordan from the ACLU and other organizations
https://www.aclu.org/sites/default/files/field document/2019-06-

03 coalition letter calling for federal moratorium on face recognition.pdf. Also see the statements
of Microsoft’s president, Brad Smith https://blogs.microsoft.com/on-the-issues/2018/12/06/facial-

recognition-its-time-for-action/; https://blogs.microsoft.com/on-the-issues/2020/03/31/washington-

facial-recognition-legislation/




community, industry, civil society, and technical engagement that would be

involved in each phase of the project.

10.b.3. The lead agencies in collaboration with the Contractor would seek suitable
external funding for a Framework development project. Among other things,
funding should be requested to facilitate informed civic engagement in the complete

planning process.

10.b.4. The lead agencies could be requested to brief the Council, periodically, on
the status of the project. They would submit a final proposed Responsible Use
Framework to City Council for its approval. Any agreements between the City,
funding sources, contractors, or other parties should recognize the possibility that

the project could be restructured or terminated by City Council.
Section VI. Recommendations

In view of the above, I respectfully recommend that the City Council: (a) withhold
approval of the two proposed ordinances and new Code section currently before it
for action; (b) request that the designated lead agencies prioritize development and
submission of a proposal to City Council for a Responsible Use Framework along the
lines outlined in these Comments, and (c) adopt an ordinance that would place a
time-limited moratorium on City of Portland and Public Accommodation FR
Technology pending a subsequent decision to adopt a Responsible Use Framework
approach.

In conclusion, I appreciate the opportunity to submit these comments and to
participate in the public discussion of FR Technology in the City of Portland. I stand
ready to help clarify these comments and to assist the City move forward on this

matter of vital public importance.
Respectfully submitted,

Larry Kirsch
|

(617) 731 2600

Portland, OR 97209
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4% PORT OF PORTLAND

July 14, 2020

Hector Dominguez

c/o Bureau of Planning and Sustainability
1900 SW 4th Ave, Suite 7100

Portland, OR 9720

Dear Hector,

Thank you for the thoughtful and collaborative approach you and your colleagues have led in crafting
the city’s bold set of actions on facial recognition technology. Through every step, you have been open
to questions and concerns — while keeping the driving values central in each discussion.

As we have discussed, there are principled and good reasons for concern over the private use of facial
recognition technology. That said, there is a distinct difference between the general public use of “facial
recognition technology” and the limited “facial authentication” processes being implemented at
airports. Both technologies rely on biometrics, but they have very different purposes and outcomes.

Unlike use of the technology in other venues (retail stores or street surveillance, for example),
passenger processing is different in that is used for authentication and verification — the process of
confirming that a traveler is who they say they are.

The process uses a single image captured at the time of travel, which is immediately compared with a
previously supplied image in a trusted data source. For example, the facial authentication process for
international travelers at Portland International Airport (PDX) works by comparing a picture of the
passenger taken at the gate with a picture from a passport or visa within a federal data base, for the sole
purpose of confirming identity and allowing the passenger to proceed.

Most travelers can opt out if they so choose (federal law requires it be used for foreign nationals), a
right they are explicitly informed of. Should a traveler opt-out, or if the system fails to verify identity -
the traveler is screened the traditional way (by handing the gate agent a boarding pass and
identification).

To improve security, federal law guides the use of facial authentication technology for the screening of
international travelers, and this technology is being deployed at airports across the country —including
PDX. Under current protocols, neither an airline or airport operator keeps any data connected with the
passenger screening process; in fact, Customs and Border Protection requires that the local data be
purged.

Airports are publicly owned, but the functions within are carried out by both public and private partners.
Whether it’s the port, the FAA, the TSA, or the airlines — all parties coordinate to carry out the safety and
security of air travel. The emergence of COVID-19 added a whole new layer to the discussion of safety in
air travel. In order to be and feel safe traveling, travelers need to move through airport systems quickly,
pass fewer items back and forth and have as little physical contact as possible with other people. As we



contemplate how to safely accommodate return to travel, facial authentication systems are an
important tool to keep in protecting the health of travelers and workers alike.

For these reasons, we are requesting a minor modification to your proposed code language. The
exemption for verification should be modified to read: “For verification purposes to access personal
communication and electronic devices, or for air carrier passenger processing;”. This is a narrow

exemption that would not apply to other functions within the airport. Thank you again for helping us
think through this exemption. It feels like the right solution in that it accommodates essential functions
while not undermining the very solid rationale behind the city’s policy.

Sincerely,

Emerald Bogue
Director, Regional Government and Community Affairs

CcC: Derek Bradley, Office of Commissioner Hardesty
Christine Kendrick, Bureau of Planning and Sustainability
Kevin Martin, Bureau of Planning and Sustainability
Judith Mowry, Office of Equity and Human Rights
Esin Orart, Office of the City Attorney
Khanh Tran, Office of Mayor Wheeler
lan Whitlock, Port of Portland



Dominguez Aguirre, Hector

From:
Sent:
To:
Subject:

Follow Up Flag:

Flag Status:

Categories:

Hello,

Leah and John Mayes Nurse NN -

Monday, July 20, 2020 10:56 PM
Dominguez Aguirre, Hector
Facial recognition

Follow up
Flagged

Policy

As a Portland resident, | was very excited to learn of the upcoming legislation to ban facial recognition from our city. |
have just heard that the legislation might be weakened to provide an exception for airlines to collude with Customs and

Border Protection.

I am writing you to ask that you please do not weaken the legislation. We do not need loopholes. We need a strong, firm
ban on the use of facial recognition. We need our city to defend ALL its citizens from CBP’s overreach.

Please do not create an exception for airlines in the bills to ban facial recognition.

Thank you,

John Nurse'Mayes

A resident of the Cully neighborhood



Dominguez Aguirre, Hector

From: Mariah7 6 |

Sent: Monday, July 20, 2020 10:23 PM

To: Dominguez Aguirre, Hector

Cc: Commissioner Hardesty

Subject: No facial recognition at all. This Portland not China
Follow Up Flag: Follow up

Flag Status: Flagged

Categories: Policy

As a Portland resident, | was very excited to learn of the upcoming legislation to ban facial recognition from our city. |
have just heard that the legislation might be weakened to provide an exception for airlines to collude with Customs and
Border Protection.

| am writing you to ask that you please do not weaken the legislation. We do not need loopholes. We need a strong, firm
ban on the use of facial recognition. We need our city to defend ALL its citizens from CBP’s overreach.

Please do not create an exception for airlines in the bills to ban facial recognition.
Thank you,

Mariah Linden
A resident of (cully)



Dominguez Aguirre, Hector

From: Kaitlin Carpenter |

Sent: Tuesday, July 21, 2020 8:59 PM

To: Dominguez Aguirre, Hector

Subject: Request to not weaken facial recognition ban
Follow Up Flag: Follow up

Flag Status: Flagged

Categories: Policy

As a Portland resident of the Hawthorne neighborhood, | was interested in the upcoming legislation to ban facial
recognition from our city. I’'ve also learned that the legislation might be weakened to provide an exception for airlines
and Customs and Border Protection.

I am writing you to add my voice to the requests not to weaken the legislation. We need a strong, firm ban on the use of
facial recognition. We need our city to defend ALL its citizens from CBP’s overreach.

Please do not create an exception for airlines in the bills to ban facial recognition.

Thank you,
Kaitlin Carpenter



Dominguez Aguirre, Hector
From: Jessica Beckhart_

Sent: Tuesday, July 21, 2020 2:37 PM

To: Dominguez Aguirre, Hector; Commissioner Hardesty
Subject: Ban Facial Recognition

Follow Up Flag: Follow up

Flag Status: Flagged

Categories: Policy

Hello,

As a Portland resident, | was very excited to learn of the upcoming legislation to ban facial recognition from our city. | have just heard
that the legislation might be weakened to provide an exception for airlines to collude with Customs and Border Protection.

| am writing you to ask that you please do not weaken the legislation. We do not need loopholes. We need a strong, firm ban on the use
of facial recognition. We need our city to defend ALL its citizens from CBP’s overreach. Let's continue to use Portland as an example of
resistance and set a gold standard to defend us from the surveillance state

Please do not create an exception for airlines in the bills to ban facial recognition.
Thank you,

Jessica Beckhart

A concerned resident in Portland

Jessica Beckhart
c: 217-369-1206



Dominguez Aguirre, Hector

From: Katherine Noble_

Sent: Tuesday, July 21, 2020 11:32 AM

To: Dominguez Aguirre, Hector; Commissioner Hardesty
Subject: Don't Weaken the Facial Recognition Ban!

Follow Up Flag: Follow up

Flag Status: Flagged

Categories: Policy

To Whom it May Concern,
| am a Portland resident and writing to you out of concern for the possible exception for airlines that may be included in
the upcoming facial recognition legislative ban. By allowing an exception for airlines, this will allow collusion with

Customs and Border Protections and drastically weaken this legislation.

This loophole would significantly increase risk to a large portion of our population and we need our city to defend
EVERYONE against Custom and Boarder Protections overreach.

Please do not allow this exception for airlines to be included in the ban against facial recognition.
Thank you,

Katherine Noble
Portland City Resident, 97214



Dominguez Aguirre, Hector

From:
Sent:
To:
Subject:

Follow Up Flag:

Flag Status:

Categories:

Greetings Mr. Dominguez;

It is my understanding that some legislation is being considered that will ban facial recognition software from being used
in Portland. This is very important to me, and | am thrilled to hear that it may become law.

| am a bit concerned, however, that the proposed legislation may be altered to include an exception for its use to be
allowed at the airport, which is very problematic both ethically and in terms of potential 4th amendment rights

violations.

Considering the current climate of resistance to increased surveillance on the citizenry, | would ask that you please leave
the legislation ironclad, and do not allow any company or agency to use facial recognition software anywhere, for any

Sean Garb [

Tuesday, July 21, 2020 11:26 AM
Dominguez Aguirre, Hector
Facial Recognition technology legislation

Follow up
Flagged

Policy

reason, within your area of influence.

Thank you so much,

Sean Gamble



Dominguez Aguirre, Hector

From:
Sent:
To:
Subject:

Follow Up Flag:

Flag Status:

Categories:

Hello,

celly Orthe: I

Wednesday, July 22, 2020 4:07 PM
Dominguez Aguirre, Hector; Commissioner Hardesty
Facial recognition legislation

Follow up
Flagged

Policy

| just learned that there is legislation in the works that will ban facial recognition technology. This is something that |
fully support. Facial recognition is a powerful technology with far reaching privacy risks. | have also been informed that
there is the potential that the legislature will be weakened by adding an exception to allow airlines and Border Patrol to
still use it. As a resident of Portland, | ask you to please not weaken the legislature.

We need our city to defend ALL its citizens from CBP’s overreach.

Please do not create an exception for airlines in the bills to ban facial recognition.

Thank you

Kelly Orthel

A resident of North East Portland.



Dominguez Aguirre, Hector

From: Jirw-s I

Sent: Wednesday, July 22, 2020 3:14 PM

To: Dominguez Aguirre, Hector

Subject: No Exception for airlines to ban facial recognition
Follow Up Flag: Follow up

Flag Status: Flagged

Categories: Policy

Hello,

As a Portland resident, | was very excited to learn of the upcoming legislation to ban facial recognition from our city.
I have just heard that the legislation might be weakened to provide an exception for airlines to collude with
Customs and Border Protection.

I am writing you to ask that you please do not weaken the legislation. We do not need loo<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>